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a b s t r a c t

This paper investigates bandwidth allocation and scheduling of networked control systems (NCSs) with
nonlinear-programming techniques. The bandwidth utilization (BU) is defined in terms of sampling
frequency. An exponential and a quadratic approximation are formulated to describe system perfor-
mance versus the sampling frequencies. The optimal sampling frequencies are obtained by solving the
approximations with Karush–Kuhn–Tucker (KKT) conditions. Experimental results verify the effective-
ness of the proposed approximations and scheduling algorithms. The two approximations could find an
optimal BU of an NCS with a given sequence of plants and maximize the total BU up to 98% of the total
available bandwidth.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Networked control systems attract significant attentions recently
due to their advantages of easy maintenance, architecture flexibility,
reduced wiring cost, etc. However, the design of an NCS requires not
only participation of controller designers but also real-time operat-
ing-system (RTOS) designers because of the introduction of the
networks. Traditionally, a controller design problem is separate
from software design and implementation. This separation allows
controller designers to disregard the characteristics of the compu-
tational and communication resources, but mainly focus on the
stability and performance of the controllers and the systems. On the
other hand, the RTOS designers consider the control loops as
periodic tasks with hard deadlines and focus more on how to
schedule all the tasks and guarantee that the tasks do not miss their
deadlines (Arzen, Cervin, Eker, & Sha, 2000). In the NCSs, however,
these two fields are correlated in a closer way so that their
separation will lead to poor system performances. The ideal linear
relation between the system performance and the sampling fre-
quency is no longer the case for the NCS design because of the
existence of the network.

A representative framework of an NCS is shown in Fig. 1. In this
framework, the NCS includes several operation scenarios—(i) a
single controller controls a single plant, (ii) a single controller
controls multiple plants, and (iii) multiple controllers collabora-
tively control a single plant, etc. In this framework, all the
controllers and the plants will compete for the limited resources,

such as the central processing unit (CPU) time, network band-
width, and battery, in the NCS to maintain the stability and
performance. More often, one could expect the global information
sharing and resource allocation could dynamically adjust the
performance of each plant so that the entire NCS could be
maintained at a desirable level. Therefore, the communicational
and computational resource allocation and scheduling plays a
crucial role in the design of an NCS.

Traditionally, digital control ideally assumes that the system
performance index can be reflected by a monotonically decreasing
linear or exponential function of the sampling frequency. In other
words, a higher sampling frequency yields better performance.
In practice, this is not always the case as noise, numerical errors,
and hardware limits exist in reality. NCS is one of the exceptions
because networks have bottlenecks as hardware limits such that
the ideal monotonic linear performance function no longer holds
for the design of an NCS (Lian, 2001). A higher sampling frequency
will increase the number of data packets in the network, which
will cause longer time delays and might even overload and
destabilize the network. Therefore, the linear models of the system
performance proposed in the aforementioned literature could not
completely represent the system dynamics in an NCS. The effects
on the system performance with possibly longer time delays
brought by a high sampling frequency should be considered when
formulating the performance index function (PIF) of an NCS. Fig. 2
gives intuitive trends of the system performance of an NCS with
respect to the sampling frequency. In Fig. 2, fγ is the optimal
sampling frequency that yields the optimal system performance of
an NCS. Sampling frequencies fα and fβ are the boundaries of the
acceptable performance range.
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Several research projects have been conducted in this area. Zhang,
Gao, and Kaynak (2013) gave a research survey of network-induced
constraints of the NCS including time delays, packet losses, resource

competition, data quantization, etc. The resource competition should
be solved from the control perspective to equip the NCS with
calculating optimal sampling frequencies and a dynamic scheduler
based on Zhang0s survey. The convex optimization applied in the
paper is one of the most powerful and popular tools that could solve
the resource-allocation issue effectively. A dynamic bandwidth allo-
cation algorithm based on captured visual content information was
presented to raise the BU of an NCS (Lin & Lian, 2012). The algorithm
was to evenly distribute resources to each node in the NCS and then
dynamically revise their allocation based on a linear performance
evaluation whereas our proposed methods dynamically reschedule
each client based on their performance changing rate with respect to
the sampling frequency. A network bandwidth allocation with time
reservations was studied (Belzarena, Ferragut, & Paganini, 2009).
The NCS involved fully distributed solutions over an arbitrary network
topology in terms of revenue that was computed via distributed
convex optimization. Effects of the sampling period to an NCS were
discussed, and an optimized model and optimal sampling period
selection algorithm was proposed based on the control performance
optimization and network scheduling condition (Wang & Liu, 2011). A
bandwidth-allocation scheme formulated as a convex optimization
problem for NCSs was proposed (Al-Hammouri, Branicky, Liberatore,
& Phillips, 2006). A co-design approach was proposed to treat

Fig. 1. A representative framework of an NCS.
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Fig. 2. Performance index versus sampling frequency (Lian, 2001).
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communication protocols and interact controlled plants as a coupled
system (Branicky, Phillips, & Zhang, 2002). These papers all consid-
ered that the NCS performance could be modeled by convex func-
tions, and the resource allocation could be achieved by solving the
convex functions with existing optimization algorithms. However, the
above studies neglected the network-induced time delays, which
could significantly affect the system performance. This paper strives
to include the impacts of the time delays in an explicit way when
resolving the NCS resource allocation problem.

The NCS system performance was approximated as an expo-
nential function, and the resource allocations were solved by
convex optimization (Lin, 2004; Peng, Yue, Gu, & Xia, 2009; Seto,
Lehoczky, Sha, & Shin, 2001). However, the negligence of the time
delays in the approximations would not reveal the characteristics
of an NCS. Those studies motivated us to find a proper perfor-
mance approximation that considers the effects of time delays.
Compared to those existing methods, our proposed methods
consider not only the effect of time delays brought by high
sampling frequencies as an essential part when setting the system
PIFs of an NCS but also the scheduling sequences of the controlled
plants. The proposed approximations and the optimal solutions
are expected to exhaust the entire network bandwidth available to
the NCS to maximize the BU and the system performance. On the
other hand, the consideration of the time delays also introduces
certain complexity into the optimization compared to the ones in
the cited papers. As can be seen in Section 3.1, a transcendental
equation was generated as the derivative of the Lagrange equation.
This causes the on-line calculation of the optimization to be
infeasible as it would bring more delays in control-law generation.
Therefore, the proposed methods should calculated off-line and
tabulated in the NCS controller.

Note that although the proposed approximations and schedul-
ing algorithms are mainly for an NCS with a single controller and
multiple plants, they can be applied to an NCS with multiple
controllers and multiple plants easily with proper adjustments.

The rest of the paper is organized as follows: in Section 2, the
system PIFs are formulated by an exponential approximation and a
quadratic approximation. In Section 3, the optimal solutions of
both approximations are given, and a scheduling algorithm is
proposed. In Section 4, experimental results are provided to
illustrate the effectiveness of the proposed approximations
and scheduling algorithm. In Section 5, our conclusions are
presented.

2. NCS performance approximations

Consider an NCS with the framework that contains one con-
troller and multiple controlled plants. To guarantee the stability
and enhance the system performance, all the controlled plants are
assumed to compete for the CPU time and the network bandwidth
to calculate control inputs and transmit data packets. Accordingly,
the most common objective in the resource allocation of an NCS is
to optimize the overall quality of control subjected to certain
resource limitations. A representative diagram of an NCS with the
framework of single controller and multiple plants is shown in
Fig. 3, where eiðkÞ, uiðkÞ, and yiðkÞ are error, control-input, and
plant-output vectors of Plant i, respectively. As in the dashed box,
the network nodes are indicated as Ethernet. A central controller
that contains all the corresponding control laws for N plants reside
at one end of the communication network whereas the N plants
including sensors and actuators, at the other end. From Fig. 2, one
can see that all these N plants share the same communication
networks and their corresponding control laws share the CPU and
other resources on the controller.

2.1. Network bandwidth of NCS

To achieve the optimal resource-allocation objective, a system
PIF in terms of various resources is set up. The relation between
the sampling period or frequency and the BU can be indicated by
the following equation (Park, Kim, Kim, & Kwon, 2002):

bki ¼ τki =h
k
i or bki ¼ τki f

k
i ð1Þ

where bki is the BU, hki is the sampling period, f ki is the sampling
frequency, and τki is the total time delay in the NCS that includes
the propagation delay from the network and the data processing
time. The subscript i indicates the index of the plants in the NCS,
and the superscript k indicates the number of control iterations so
far. That is, the controller generates the k-th control signal in the
k-th sampling period. Note that given a certain amount of time
delays, Eq. (1) gives a means to evaluate the plants0 sampling
frequencies and represents the portion of network bandwidth
assigned to each plant. Since τki includes the data processing time
on Server0s CPU, this bandwidth definition also implicitly indicates
the CPU resource allocation on Server. In control system design,
the sampling frequency directly relates to the system stability and
performance. Therefore, Eq. (1) also gives an implicit means to
measure the plant0s stability and performance. A large BU implies
a high sampling frequency as indicated by Eq. (1) if given a certain
amount of time delays so that a plant can have a better perfor-
mance. However, an upper bound exists on the NCS bandwidth. If
the BU reaches the network bandwidth saturation threshold, the
network will be overloaded and induce more time delays or packet
losses, and the performance of an NCS will be degraded.

2.2. Performance index function

In this paper, discrete integral absolute error (DIAE) is adopted
to be the performance index formulated as follows (Franklin,

Fig. 3. A representative NCS block-diagram with a single controller and multiple
plants.
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Powell, & Workman, 2010):

DIAE i ¼ ∑
kf

k ¼ k0

jeki j; ð2Þ

where k0 and kf are the initial and final times of the interval of
interests, and eki is the error of Plant i. For each individual plant, at
various sampling frequencies, the DIAE will take a different value.
Hence, a set of accumulated DIAEs of a plant over a stability range
of sampling frequencies will imply the performance of an NCS and
can be applied to find the optimal sampling frequency of the plant.
Hereafter, the practical PIF will be defined as a piecewise function
of the sampling frequency follows,

Jiðf iÞ ¼ ∑
kf

k ¼ k0

jeki ðf iÞj: ð3Þ

Two approximations will be proposed to capture the trends of the
practical PIF as in Eq. (3) so that the analytical optimal bandwidth
allocation can be achieved.

2.3. Exponential approximation of PIF

The time delays depend on many aspects such as the data-
packet size, number of packets in the network, network condi-
tions, router0s capacity, or unpredictable uncertainties, etc.
Although the time delays affect the system performance, they
are not directly controllable variables during a design of an NCS.
However, by controlling the sampling frequency of each plant in
an NCS, the number of data packets in the network can be
maintained at a certain level so that the average of time delays
can be controlled within a certain range. Therefore, for simplicity,
one can assume that the effects of the time delays can be reflected
by an increasing function of the sampling frequencies of the plants
in an NCS. The details of the system performance versus the time
delays can be referred to (Kim, 1998). Hence, from an NCS design
perspective, the PIF that reveals the effects from a high sampling
frequency can be revised as an increasing exponential function of
the sampling frequency. Hereafter, from a traditional digital design
perspective, Eiðf ki ; tÞ defines an approximated PIF of Plant i as a
decreasing exponential function of the sampling frequency. Simi-
larly, from an NCS design perspective, Fiðf ki ; tÞ defines an approxi-
mated PIF of Plant i as an increasing exponential function of the
sampling frequency. Therefore,

Eiðf ki ; tÞ ¼ e�βi f
k

i ; ð4Þ
and

Fiðf ki ; tÞ ¼ eδi f
k
i ; ð5Þ

where βi and δi are the approximation coefficients. These para-
meters can be obtained from simulation or experiments by a least-
square fitting approach. Refer to Eqs. (36) and (38) in Section 4 as
examples. Therefore, for each individual plant, the PIF can be
defined as

Jiffi Ji ¼ ∑
M�1

k ¼ 0
ðαiEiðf ki ; tÞþγiFiðf ki ; tÞÞ ð6Þ

where M is the maximum control iteration. The coefficients αi
and γi balance the impacts of the errors and time delays in the PIF
of the corresponding plant.

For the entire NCS, the purpose of optimal bandwidth alloca-
tion is to minimize the PIF as

min
f AΩ

J ¼min
f AΩ

∑
N

i ¼ 1
ωk
i Ji ¼min

f AΩ
∑
N

i ¼ 1
∑

M�1

k ¼ 0
ωk
i ðαiEiðf ki ; tÞþγiFiðf ki ; tÞÞ

¼min
f AΩ

∑
N

i ¼ 1
∑

M�1

k ¼ 0
ωk
i ðαie�βi f

k
i þγie

δi f
k

i Þ; ð7Þ

subject to ∑
N

i ¼ 1
τki f

k
i rB; 8k¼ 1;⋯; M; ð8Þ

where 0rBr1 is the network bandwidth saturation threshold in
the NCS, N is the number of plants, ωk

i is the weight for the i-th
plant at the k-th control iteration, and Ω is the set of sampling
frequencies that maintains the stability of the plants. The selection
of ωk

i can be based on the system requirements. For example, the
plant with the largest sampling frequency may indicate the
difficulties in maintaining the stability and system performance
and wins the largest weight. Furthermore, the PIF is a convex
function of the sampling frequencies, and it is this convexity that
allows for the optimal sampling frequency for a set of plants with
appropriate convex optimization methodologies. The details of the
optimal solution of the given exponential approximation will be
illustrated in Section 3.1.

2.4. Quadratic approximation of PIF

In Section 4, one will see that the exponential approximation can
closely approximate the practical system performance, but a closed-
form optimal solution of Eqs. (7) and (8) is not easy to obtain in real
time. Therefore, a quadratic approximation is proposed as a replace-
ment of the exponential approximation. Even though a quadratic
approximation can hardly capture all aspects of an NCS, it can still
be applied when one wants to quickly evaluate the performance of a
given NCS. The quadratic approximation has a simple closed-form
optimal solution to Eqs. (10) and (11). For each individual plant, the
PIF can be defined as

Jiffi Ji ¼ ∑
M–1

k ¼ 0
ðaiðf ki Þ2þbif

k
i þciÞ; ð9Þ

where ai, bi, and ci are the approximation coefficients. They can be
obtained from simulation or experiments by a least-square fitting
approach. Refer to Eqs. (37) and (39) in Section 4 as examples.

For the entire NCS, the objective function and the constraints
could be formulated as

min
f AΩ

J ¼min
f AΩ

∑
N

i ¼ 1
ωk
i Ji ¼min

f AΩ
∑
N

i ¼ 1
∑
M–1

k ¼ 0
ωk
i ðaiðf ki Þ2þbif

k
i þciÞ; ð10Þ

subject to ∑
N

i ¼ 1
τki f

k
i rB; 8k¼ 1;⋯; M: ð11Þ

Note that this quadratic PIF is also a convex function of the sampling
frequencies.

3. Optimal bandwidth allocation and scheduling

In this section, the optimal solution of the proposed exponen-
tial and quadratic approximations and the scheduling of the
bandwidth assignment sequence of the plants are given. To
facilitate the development, the following assumptions are made.

Assumption 1. The total time delay τki in Eq. (1) is a random
variable by the nature of the network. For the simplicity of analysis
and optimization, however, it is assumed to be a constant at τi
each sampling frequency fi of Plant i, and an average value is used
in this paper. Then the superscript k in all the approximations can
be dropped, and τi is the average time delay for Plant i.

Note that the average value of time delays is not assumed for
the entire sampling frequency set but for each specific sampling
frequency. For instance, we assumed average values of time delay
τ1 for f1, τ2 for f2, and so on. Refer to (Heemels, Teel, Wouw, & Nešić,
2010) for details of the reason that an average value of time delays
can be taken.
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Assumption 2. All the plants can be scheduled at their minimum
sampling frequency. That is, when f i ¼ fmin

i , one can have
∑N

i ¼ 1τif
min
i oB, where fmin

i is the minimum sampling frequency
of Plant i. When all the plants are at their maximum BU (or
maximum sampling frequency), the total BU of the entire NCS may
or may not exceed the network bandwidth saturation threshold B.

An NCS could contain various plants that have different system
specifications and requirements. These plants can be categorized
into two groups, the one with variant sampling frequencies, and
the one with fixed sampling frequencies. If an NCS includes both
groups of plants, the bandwidth threshold B needs to be modified
as B̂¼ B� ∑

jAJ

τjf j, where J is the set of the indices of the plants with

fixed sampling frequencies. Then, for the rest of the controlled
plants in the NCS with variant sampling frequencies, the new
bandwidth threshold B̂ will be used for the optimization purpose
so that the objective function of Eqs. (7) or (10) can still be applied.
Or if a certain percentage of the network bandwidth should be
reserved for other functionalities, the newly defined B̂ can also be
applied such that B̂¼ B� ~B, where ~B is the reserved network
bandwidth.

3.1. Optimal solution of exponential approximation

For the exponential approximation in Eqs. (7) and (8), the
optimal solution will be given by the following theorem.

Theorem 1. Given an NCS with N plants, and with the PIF in Eq. (7),
an optimal solution, is given by

f ni ¼ fmin
i ; i¼ 1;⋯; p ð12Þ

f nj ¼ gjðλÞ; j¼ p þ1;⋯;N ð13Þ

where p is the smallest index such that

∑
p

i ¼ 1
τif

min
i þ ∑

N

j ¼ pþ1
τjf

n

j ZB; ð14Þ

and gjðλÞ is the solution to

Γie
–βi f i þΦie

δi f i þλτi ¼ 0; ð15Þ
where Γi ¼ –ωiαiβi and Φi ¼ ωiγiδi.

Proof. The KKT conditions (Griva, Nash, & Sofer, 2008) and the
Lagrange multipliers λ, λi1, and λi2 will be introduced. Then define
the Lagrange equation as

L¼ ∑
N

i ¼ 1
ωiðαie–βi f i þγie

δi f i Þþλð ∑
N

i ¼ 1
τif i�BÞþ ∑

N

i ¼ 1
λi1ðfmin

i � f iÞ

þ ∑
N

i ¼ 1
λi2ðf i� fmax

i Þ: ð16Þ

Then from the KKT conditions, the dual feasibility of each plant is

∂L
∂f i

¼ωið�αiβie
–βi f i þγiδie

δi f i Þþλτi�λi1f iþλi2f i ¼ 0; ð17Þ

the primal feasibilities are

λ ∑
N

i ¼ 1
τif i�B

 !
¼ 0 ð18Þ

λi1ðfmin
i –f iÞ ¼ 0 ð19Þ

λi2ðf i–fmax
i Þ ¼ 0; ð20Þ

and the complementary slacknesses are

λZ0 ð21Þ

λi1Z0 ð22Þ

λi2Z0; ð23Þ
where i¼ 1; 2;⋯;N.

Based on Assumption 2, all the plants are given initially the
minimum frequencies, f i ¼ fmin

i , and there will be an idle network
bandwidth available. For those plants, λi1 ¼ 0 and λi2 ¼ 0 based on
the KKT conditions. Therefore from Eq. (17),

Γie
–βi f i þΦie

δi f i þλτi ¼ 0; i¼ p þ1;⋯;N ð24Þ
where Γi ¼ –ωiαiβi and Φi ¼ωiγiδi.

Solve f i from Eq. (24) in terms of λ, defined as f nj ¼ gjðλÞ and
then substitute f ni into Eq. (14) as

∑
p

i ¼ 1
τif

min
i þ ∑

N

j ¼ pþ1
τjgjðλÞZB: ð25Þ

And solve for λ from Eq. (25), which yields the optimal solution of
the exponential approximation.

Note that Eq. (24) is a transcendental equation, and a closed-
form solution for fi may not be easily obtained. □

3.2. Optimal solution of quadratic approximation

For the quadratic approximation in Eqs. (10) and (11), the
optimal solution will be given as follows.

Theorem 2. Given an NCS with N plants, and with the PIF in
Eqs. (10) and (11), an optimal solution, is given by

f ni ¼ fmin
i ; i¼ 1;⋯;p ð26Þ

f nj ¼
–λτi– ωibi

2ωiαi
; j¼ p þ1;⋯;N ð27Þ

where p is the same as in Theorem 1 and

λ¼
∑p

i ¼ 1τif
min
i –∑N

j ¼ pþ1τjbj=2aj–B

∑N
j ¼ pþ1τ

2
j = 2ωjaj

: ð28Þ

Proof. The proof follows that of Theorem 1 with Eqs. (17) and (24)
replaced by Eqs. (29) and (30), respectively.

∂L
∂f i

¼ ωið2aif iþbiÞþλτi�λi1f iþλi2f i ¼ 0; ð29Þ

such that when fmin
i o f io fmax

i for those plants, λi1 ¼ 0 and λi2 ¼ 0
based on the KKT conditions. Therefore from Eq. (29),

2ωiaif iþωibiþλτi ¼ 0; i¼ p þ1;⋯;N ð30Þ
such that

f i ¼
–λτi–ωibi
2ωiai

; i¼ p þ1;⋯;N ð31Þ

Substitute Eq. (31) into Eq. (29), and solve for λ,

∑
p

i ¼ 1
τif

min
i þ ∑

N

j ¼ pþ1
τj
–λτj–ωjbj
2ωjaj

¼ B; ð32Þ

and

λ¼
∑p

i ¼ 1τif
min
i –∑N

j ¼ pþ1τjbj=2aj–B

∑N
j ¼ pþ1τ

2
j = 2ωjaj

: ð33Þ

Note that Eqs. (12) and (13) and Eqs. (26) and (27) may vary
depending on the selection of the weights ωk

i and the approxima-
tion coefficients. □

3.3. Unique global optimal solution

Note that the exponential and quadratic functions are convex
functions. The additional operation preserves the convexity of the
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functions. Hence, the two proposed approximations defined in
Eqs. (7), (8), (10) and (11) are convex approximations. Also note
that the feasibility of convex optimizations only depends on the
constraints, not the objective function (Griva et al., 2008). If the
constraints of a convex optimization are feasible, then there at
least exists an optimum. Since the constraints of the proposed PIFs
are stable sampling frequency sets, they are non-empty feasible
sets. That being said, the approximations proposed in this paper
guarantee the existences of optimal solutions. With the convexity
of the approximations, the following theorem holds.

Theorem 3. Given the two approximations in Eqs. (7), (8), (10)
and (11), the optimal solutions in Eqs. (12), (13), (26) and (27) will be
the unique global optimal solutions.

Proof. Consider a convex optimization problem as follows:

minimize f ðxÞ
subject to hðxÞ ¼ 0

gðxÞr0

and let xnARn be an existing local optimal solution. Assuming that
the given convex optimization problem f ðxÞ is feasible, then there
exists ε such that

f ðxnÞ ¼ infff ðxÞ : giðxÞr0; i¼ 1; ⋯; m; hjðxÞ ¼ 0; j¼ 1; ⋯; p;

jjx�xnjjrεg ð34Þ

Suppose that xn is not globally optimal. Then there exists a
feasible y so that f ðyÞo f ðxnÞ, which implies that jjy�xnjj4ε.
Consider that a point z is given by

z¼ ð1�θÞxnþθy; 0oθ¼ ε

2jjy�xnjjo1

Then jjz�xnjjrε=2oε and by convexity of the objective func-
tion f ðxÞ,
f ðzÞrð1�θÞf ðxnÞþθf ðyÞr f ðxnÞ;
which contradicts Eq. (34). Therefore, if local optimal solutions of
Eqs. (12), (13), (26) and (27) exist, they are also the unique global
optimal solutions of the optimization problems, respectively. □

3.4. Time complexity of the optimizations

Note that the solution to the optimization problems in Eqs. (7),
(8), (10) and (11) would eventually be converted to the solution to
a transcendental Eq. (24) and a linear Eq. (30). This conversion was
done by the derivative of the Lagrange equation of the KKT
conditions. Therefore, the time complexity of those optimization
problems will be bounded by the time complexity of the trans-
cendental equation and the linear equation. For the linear equa-
tion, its time complexity is simply OðnÞ (Spiser, 2012). For the
transcendental equation, the following theorem gives its time
complexity.

Theorem 4. (Karatsuba, 1991): Let y¼ f ðxÞ be an elementary trans-
cendental function that is an exponential function, a trigonometric
function, or an elementary algebraic function, or their superposition,
or their inverse, or a superposition of the inverses. Then

sf ðnÞ ¼ OðMðnÞlog 2nÞ:

where sf ðnÞ is the complexity of computation of the function f(x)
with accuracy up to n digits, M(n) is the complexity of multi-
plication of two n-digit integers.

3.5. Scheduling algorithm

Scheduling of the NCSs consists of two parts: (i) priority
assignment and plant arrangement and (ii) scheduling algorithm
implementation. In general, the second part can be achieved by
introducing the existing scheduling algorithms in the RTOS to
the NCSs.

To be beneficial to the scheduling of an NCS, the changing rate
of the system PIF in terms of the sampling frequency is defined as
Uiðf iÞ ¼ ∂Ji=∂ðτif iÞ. Initially, the plants will be arranged by the
following sequence (Seto et al., 2001) assuming that the NCS has
sufficient bandwidth available for the initial bandwidth allocation
under Assumption 2:

U1ðfmin
1 ÞrU2ðfmin

2 Þr⋯rUNðfmin
N Þ: ð35Þ

In this preferred sequence, by changing the same amount of the
sampling frequency of each plant, Plant N will yield the largest
change in PIF so that the performance of the NCS can be improved
in the fastest rate. Consequently, Plant N should be first given the
idle network bandwidth of the NCS if available. As long as
sufficient bandwidth is available, the increment of BU for Plant N
will continue until the moment that UNðf NÞ ¼UN–1ðfmin

N�1Þ. When
UNðf NÞ ¼UN–1ðfmin

N�1Þ, the benefits from Plants N and N�1 will the
same as the sampling frequency changes. Then BU of Plants N and
N�1 will increase by maintaining UNðf NÞ ¼UN–1ðf N�1Þ until the
moment that UNðf NÞ ¼ UN�1ðf N�1Þ ¼ UN�2ðfmin

N�2Þ. This process will
continue until either the total available network bandwidth in the
NCS is exhausted, or each plant reaches its maximum sampling
frequency,f i ¼ fmax

i , or its calculated optimal sampling frequency,
f i ¼ f ni . If p clients are set to their minimum frequencies, where
1rprN�1, then total available BU of B�∑p

i ¼ 1bif
min
i will be

available for clients pþ1;⋯;N. A detailed definition of p can be
referred to (Peng et al., 2009; Seto et al., 2001). Initially, p¼N. The
optimization program solves the first optimal sampling frequency
and decreases p by 1. Then, the program checks Eq. (14) or Eq. (25).
If the conditions are not satisfied, the program solves the second
optimal sampling frequency, and so on. The optimization program
stops until Eq. (14) or Eq. (25) is satisfied and returns all the
optimal sampling frequencies.

The total available network bandwidth B of an NCS depends on
the scheduling algorithms. There exist several scheduling algo-
rithms for the RTOS that could also be implemented in the NCSs.
However, there is a significant difference between RTOS schedul-
ing and NCS scheduling. RTOS scheduling is able to put the lower-
priority tasks into a preemptive status to guarantee the time
performance of the higher-priority tasks. However, when a data
packet is transmitted in the network, the controller will be unable
to suspend the data packet into a pre-emptive status although
there might be higher-priority tasks in the NCS. Therefore, only
real-time non-preemptive scheduling algorithms can be applied to
the NCSs such as non-preemptive Rate Monotonic (RM) and
Earliest Deadline First (EDF) algorithms (Liu, 2000).

The network bandwidth saturation threshold B of a non-
preemptive RM algorithm is defined as the ratio of the smallest
task period over the largest task period in the system. In an NCS,
the task period can be assumed to be equal to the sampling period
of the controlled plant. For instance, arranging the sampling
period of each plant in an ascending order, h1rh2r⋯rhN , then
B ¼ h1=hN . The network bandwidth saturation threshold B of a
non-preemptive EDF algorithm, by definition, is 1. The EDF
scheduling algorithm was chosen since it guarantees a 100%
resource availability. The non-preemptive RM may guarantee a
100% resource availability only under the circumstance of the
universal sampling period of each plant (Park, 2007). Meanwhile,
EDF itself is a dynamic scheduling algorithm that gives the tasks
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with the earliest deadline the highest priority to guarantee the
entire performance of the system.

The algorithm of the proposed approximations of an NCS is
illustrated in Fig. 4. In the beginning, the user will choose which
system PIF and scheduling algorithm the NCS will be implement-
ing. The NCS will then arrange all the plants by the preferred
sequence Eq. (35). The controller will then either look up or
calculate the optimal sampling frequency for the exponential
approximation or the quadratic approximation, respectively. As
discussed in Section 3.1, the closed-form analytic solution of the
exponential approximation is difficult to calculate on-line. Hence, the
optimal sampling frequencies will be calculated off-line and be
tabulated in the controller for both the non-preemptive RM and
EDF algorithms.

4. Experimental results

In this section, the experimental results are presented to
demonstrate the effectiveness of the proposed methods and their
scheduling performances. Four DC-motor speed-control systems
were set up as the test bed (Lee, 2009) for experimental verifica-
tion as shown in Fig. 5.

The objective of this experiment is to control the speed of a DC
motor over the Ethernet local area network (LAN) in our lab. The
transfer function of the DC motor is

GðsÞ ¼ 20:2
9:92sþ2:57

: ð36Þ

A proportional-integral (PI) controller was applied to control the
DC motor as

DðsÞ ¼ 1:5sþ5
s

: ð37Þ

The reference speed in the experiment was set to be 10
revolutions per second (rps). The minimum sampling frequency
without causing instability of each DC motor is 65 Hz. The average
of total time delays for the DC motor system is measured to be
1.360 ms.

4.1. Experimental setup

Linux Redhat 7.3 with Real-time Application Interface 3.4 (RTAI
3.4) is the OS running on the controller (Mantegazza, 2012), and
Linux Ubuntu 6.10 with RTAI 3.4, on the plants. The control and
measurement device interface (Comedi) is used as the drivers and
libraries of data acquisition on the plants (Schleef, 2012). A PCI-
6221 data-acquisition card by National Instruments enables the DC
motor test bed to send out sensor data and receive control data
through the LAN. The speed control is achieved by controlling the
output voltage of a pulse-width modulation (PWM) amplifier.
Fig. 6 shows the block diagram of the entire experimental setup.
The communication network in the experiment is a 100-Mbps
Ethernet with unblocked User Datagram Protocol (UDP) sockets.

Fig. 4. Scheduling algorithm with the proposed approximations of the NCS.

Fig. 5. DC motor speed-control systems.

Fig. 6. Block diagram of DC motor system.
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4.2. Experimental results without reserved bandwidth

The relation of the DIAE versus the sampling frequencies of the
experiments and exponential/quadratic approximations is given in
Fig. 7. Five sets of experiments were conducted under the same
network conditions. In each individual sampling period, the experi-
ments ran for 20,000 control iterations. Fig. 7 shows the experi-
mental results of a single DC motor and its exponential and
quadratic approximations. From Fig. 7, the DIAE of the DC motor
was quite large in the lower sampling-frequency range because the
DC motor could not have adequately frequent control inputs from
the controller to maintain the system performance. As the sampling
frequency increased, the DIAE of the DC motor decreased. In the
higher sampling-frequency range, the DIAE of the DC motor
increased again because the number of data packets in the network
increased as the sampling frequency kept increasing. The large
number of the data packets would bring longer time delays into the
NCS or even packet losses so that the performance of the DC motor
could be degraded. Note that there are a few discrepancies among
the five sets of experiments in the high sampling-frequency range.
Because of the large number of the data packets in the network in
the high sampling-frequency range, any possible disturbances or
irrelevant data-packet transmissions from other network users may
cause the NCS performance to be degraded. Therefore, the NCS is
more sensitive at high sampling frequencies. Both the transient and
steady-state system responses of the NCS were considered when
calculating the integral absolute errors.

The PIFs with exponential and quadratic approximations are

Ji ¼ 8781e–0:05f i þ0:001e0:0556f i ; ð38Þ

and

Ji ¼ 0:1316f 2i �67:1258f iþ7941:49; ð39Þ

respectively.
From the optimization programming, p¼1 for both the expo-

nential and quadratic approximations, respectively. Therefore, based
on Theorems 1 and 2, the optimal sampling frequency of each DC
motor is given in Table 1.

Fig. 8 shows the profile of the sampling-frequency and the BU
changes for each DC motor during the experiments. Here, a linear
changing rate was adopted for the sampling frequencies. From
Table 2 and Eq. (1), the total BUs of the exponential and quadratic
approximations are 98.98% and 95.66%, respectively. The sampling
frequency were adjusted automatically by f¼cf, where c is a

constant rate of change. In Fig. 8, as the control iteration increased,
the sampling frequency of each DC motor approached their
optimal values listed in Table 2. The total BU of the experiments
may not be exactly the same as the ones calculated from Table 1.
However, it will be close to the optimal value eventually. From
Fig. 8, the final total BU is 98.26%.

4.3. Experimental results with reserved bandwidth

In the next experiment, a ball magnetic-levitation (maglev)
system was introduced in to the NCS as Plant 5. It has a fixed
sampling frequency of 333 Hz as shown in Fig. 9. The average of
total time delays τ5 is measured to be 1.350 ms. From Eq. (1), the
BU of the ball maglev system is b5 ¼ τ5f 5 ¼ ð1:350� 10�3 sÞ�
ð333 HzÞ ¼ 44:96%. The total time delay of the ball maglev system
and the DC motor are very close because they are tested under the
same network conditions and have the same size of data packets.
With B̂¼ B�∑jAJτjf j ¼ 1�0:4496¼ 55:04%, where J¼ f5g, p¼2
for the exponential approximation, and the quadratic approxima-
tion, respectively. The optimal sampling frequency of each DC
motor is given in Table 2.

Fig. 10 shows the profile of the sampling-frequency and the BU
changes for each DC motor during the experiments with the ball
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Fig. 7. DIAE versus sampling frequencies of the experiments and exponential and
quadratic approximations.

Table 1
Optimal sampling frequencies.

Number of DC
motors

ωi Exponential approximation
[Hz]

Quadratic approximation
[Hz]

1 1 65 65
2 2 173.5 162.7
3 4 237.1 225.8
4 5 252.2 249.9
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Fig. 8. Profile of the sampling-frequency and BU changes for each DC motor during
the experiments.

Table 2
Optimal sampling frequencies.

Number of DC
motors

ωi Exponential approximation
[Hz]

Quadratic approximation
[Hz]

1 1 65 65
2 2 65 65
3 4 117.68 119.35
4 5 151.35 148.02
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maglev system as a plant that had a fixed sampling frequency.
From Table 2 and Eq. (1), the total BUs of the exponential and
quadratic approximations are 54.26% and 54.04%, respectively,
with the ball maglev system taking approximately 45% of the total
BU. Similarly, the total BU of the experiments may not be exactly
the same as the ones calculated from Table 3. However, it will be
close to the optimal value eventually. From Fig. 10, the final total
BU is 53.45%. Note that DC motors 1 and 2 have the same optimal
sampling frequencies as in Table 2, so they are overlapped in
Fig. 10.

From the experiments, one can see that the exponential
approximation represents the practices more closely compared
to the quadratic approximation in the sense of the system
performance. However, the quadratic approximation takes less
computational efforts to solve the optimization objective function
and has a closed-form optimal solution. Both the exponential and
quadratic approximations could find the optimal sampling fre-
quencies that exhaust about 98% of the total network bandwidth

available to the NCS with or without the fixed sampling-frequency
plant, the ball maglev system in our experiments.

Statistic comparisons of the exponential and quadratic approx-
imations are given in Table 3. These statistical values are based on
the experimental results in Fig. 7. From Table 3, the accuracy of the
exponential approximation is about 60% better than that of the
quadratic approximation for experiments. Although the exponen-
tial approximation is more accurate when capturing the system
performance of an NCS, it does not have an analytic closed-form
optimal solution that can be implemented on-line. In contrast to
the exponential approximation, the quadratic one has a closed-form
optimal solution to the objective PIF that can be implemented
on-line. Hence, the algorithm of bandwidth allocation and schedul-
ing with quadratic approximation has a better efficiency in real-
time operation. However, the accuracy of the quadratic approxi-
mation is less than that of the exponential approximation. More-
over, the exponential approximation gives an explicit measurement
of the effects of high sampling frequency on the NCS whereas the
quadratic approximation only indicates a coupled performance
measurement of the NCS.

5. Conclusions

In this paper, the optimal bandwidth allocation and scheduling
of NCSs was investigated. The BU of each plant was defined in
terms of its sampling frequency. Two nonlinear approximations,
exponential and quadratic, were formulated to describe the
system performance governed by the DIAE versus the sampling
frequencies. Based on the convexity of the proposed approxima-
tions, the optimal solution could be obtained from a nonlinear-
programming perspective. The optimal sampling frequencies were
obtained by solving the approximations with the KKT conditions.
Within various network bandwidth saturation thresholds based on
different real-time scheduling algorithms, the proposed approx-
imations could find the optimal BU for each plant in the NCS. Later
in the paper, experimental results verified the effectiveness of the
proposed approximation models. In the experiments, the total BU
of the NCS could approach up to 98% of the total available network
bandwidth. Therefore, the proposed approximations and the
scheduling algorithms can maximize the BU so that the plants
can be scheduled along with the system PIFs being optimized.
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