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novel model-predictive-control strategy with a timeout scheme
nd p-step-ahead state estimation is presented in this paper to
vercome the adverse influences of stochastic time delays and
acket losses encountered in network-based distributed real-time
ontrol. An open-loop unstable magnetic-levitation (maglev) test
ed was constructed and employed for its experimental verifica-
ion. The compensation algorithms developed in this paper deal
ith the network-induced stochastic time delays and packet losses

n both the forward path and the feedback path simultaneously.
ith the p-sampling-period delay upper bound, the networked

ontrol system (NCS) can also accommodate up to p−1 succes-
ive packet losses. Experimental results demonstrate the feasibil-
ty and effectiveness of this networked real-time control
trategy. �DOI: 10.1115/1.2232692�

eywords: networked control system, time delays, packet losses,
odel prediction

Introduction
Networked control systems �NCSs� contain sensors, actuators,

nd estimation and control units connected via communication
etworks �1–5�. Time delays and packet losses in the communi-
ation networks can severely degrade the performance of a real-
ime control system. The delay characteristics of an NCS prima-
ily depend on the type of the network used. When random-access
ocal-area networks �LANs� such as controller area network
CAN� and Ethernet are used, the time delays usually vary ran-
omly and can be shorter or longer than the sampling period �6�.

The communication network in the feedback loop makes the
nalysis and design of NCSs complicated. The tools and methods
eveloped in the conventional control theory are not effective and
hould be modified to account for this additional complexity �7,8�.
arious methodologies have been proposed based on several types
f network behaviors and configurations in conjunction with dif-
erent ways to treat the delay problem �9–19�.

Our research focuses on a general NCS configuration with time
elays and packet losses in both the sensor feedback path and the
ontrol forward path �2�. A model estimator is used at the control-
er node with two functions: �1� It recreates the plant dynamics for
tate estimation in the forward loop; and �2� it acts as an autore-
ressive �AR� prediction model with a timeout scheme for
elayed/lost sensor data in the feedback loop. The main contribu-
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tion of this paper is that we developed and experimentally verified
a networked real-time control strategy to deal with network-
induced time delays and packet losses in both the forward path
and the feedback path in a unified way. We constructed an open-
loop unstable maglev system as a test bed and connected this to an
existing LAN for the purpose of the experimental verification of
the compensation algorithms. We experimentally observed delay
in our test bed, also introduced additional delay in experiments,
and verified the effectiveness of the proposed networked real-time
control strategy.

2 Plant Model With Stochastic Time Delays
In this paper, we assume the network-induced time delays are

randomly varying with unknown distributions, however, the upper
bound of the time delay is less than p sampling intervals or the
number of consecutive packet losses is less than p−1. Consider a
continuous-time single-input single-output �SISO� system, where
the dynamics is represented as

ẋ�t� = Ax�t� + Bu�t� + v�t�
�1�

y�t� = Cx�t� + w�t�

where x�t��Rn, u�t��R, y�t��R, and A, B, and C are constant
matrices of compatible dimensions, and v�t� and w�t� are uncor-
related white Gaussian noises. The discrete-time model of the sys-
tem depends on the length of delay. Denote l sampling intervals as
the bound of the varying length of the time delay at a given
instance of time and l=1,2 ,3 , . . ., or p. Sampling with the sam-
pling period h gives the discrete-time NCS with the round-trip
time delay �n as follows:

x�n + 1� = �x�n� + �U�N − 1� + v�n�

. . .

x�n + l − 1� = �x�n + l − 2� + �U�N − 1� + v�n + l − 2� �2�

x�n + l� = �x�n + l − 1� + �0��n�U�N� + �1��n�U�N − 1� + v�n + l

− 1�

y�n� = Cx�n� + w�n�

where �=eAh, �0��n�=�0
lh−�neAsBds, �1��n�=�lh−�n

h eAsBds, �

=�0
heAsBds, and �n� lh. The time-driven index n is the index of

the sampling-time instant. The event-driven index N is the index
of control packet arrival. The relation between U�N� and u�n� will
be established in Sec. 3.2.

3 Compensation for Network-Induced Time Delays
and Packet Losses

Two classes of time delays included in an NCS are shown in
Fig. 1: �1� The delay �sc from the sensor node to the controller
node and �2� the delay �ca from the controller node to the actuator
node. �sc and �ca are different in nature and two separate algo-
rithms are needed to deal with them independently.

3.1 AR Model With a Timeout Scheme for �sc and Packet-
Loss Compensation. In Fig. 1, the controller node is modeled as

y�n� = Cx�n� + w�n�
�3�

u�n� = − Lyy�n − m��sc�n���

where �sc�n� denotes the sensor-to-controller time delay at the nth
sampling interval. The output feedback controller is represented
with a gain matrix Ly. The finite non-negative integer m��sc�n��
represents the number of delayed/lost sensor data in the sensor-to-

controller path, defined as
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m��sc�n�� = �h + �sc�n� − �0

h � �4�

here �0 represents the timeout threshold, and the symbol �.�, a
runcation function. If the latest sensor measurement is not avail-
ble for a preset threshold time �0 in each sampling period, the
ontroller gives up and uses an estimated value generated by an
R model �20�.

ŷ�n� = − a1y�n − 1� − ¯ − aky�n − k� �5�

here k is a non-negative integer. Since m��sc�n�� varies from one
imeout case to another, we extend this methodology to the cases
hen multiple consecutive timeouts occur �21�.

3.2 Prediction Algorithm for �ca and Packet-Loss
ompensation. The controller does not know how long it will

ake for its control signal to reach the actuator. However, by as-
umption, the worst case is that the control signal does not arrive
t the actuator node in p sampling intervals. Thus we design an
stimator at the controller node to estimate the plant states of the
uccessive samples p steps in advance. With these estimated states
he controller calculates the control signals for each of the follow-
ng p sampling intervals and sends them as a package to the ac-
uator node. The actuator node then adopts the corresponding con-
rol signal from the package in the current sampling interval. In
ase the new control-signal package does not arrive, the actuator
ode can use formerly calculated and stored control signals for up
o the next p−1 sampling intervals from the control signal pack-
ge that arrived most recently.

The p-step-ahead state estimation is done as follows:

x̂�n + 1� = �x�n� + �u�n�

x̂�n + 2� = �x̂�n + 1� + �u�n + 1�
�6�

. . .

x̂�n + p� = �x̂�n + p − 1� + �u�n + p − 1� .

he control signal package is generated as

u�n� = − Lx�n�

u�n + 1� = − Lx̂�n + 1�
�7�

. . .

u�n + p − 1� = − Lx̂�n + p − 1� ,

here L denotes the control law without assuming delay and is
etermined in the controller design section �Sec. 4�. Thus each
ontrol signal package transmitted to the actuator node includes
�n�, u�n+1� , . . . ,u�n+ p−1�. The actuator node chooses the con-

ig. 1 Distributed real-time control system with network-
nduced time delays
rol signal U�N� from the package as below for the next p sam-
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pling intervals until the new control signal package arrives.

if �ca�n� � h, then

U�N� = u�n� for nh � t � �n + 1�h

U�N + 1� = u�n + 1� for �n + 1�h � t � �n + 2�h

. . .

if h � �ca�n� � 2h, then

U�N� = u�n� for nh � t � �n + 1�h

U�N� = u�n + 1� for �n + 1�h � t � �n + 2�h

U�N + 1� = u�n + 2� for �n + 2�h � t � �n + 3�h �8�

. . .

if �p − 1�h � �ca�n� � ph, then

U�N� = u�n� for nh � t � �n + 1�h

. . .

U�N� = u�n + p − 1� for �n + p − 1�h � t � �n + p�h

U�N + 1� = u�n + p� for �n + p�h � t � �n + p + 1�h

. . . ,

where t denotes the continuous time. Note that U�N� is unchanged
during the controller-to-actuator time delay �ca and then updated
to be U�N+1� using the incoming new control signal package.

For example, with p=4, the control signals adopted by the ac-
tuator corresponding to the sampling intervals are illustrated in
Fig. 2 when different time delays or packet losses occur. Note
again that N is the event-driven index whereas n is the time-driven
index.

If there is no new control signal package available in any given
sampling interval, the formerly estimated control signal by �8� and
stored in the last available control signal package is used. If a new
control signal package arrives in any given sampling interval, it
revises all the components of the last control signal package. Then
U�N+1� is now available. From Fig. 2 we can see that the actua-
tor gets the corresponding control signal u�n� in each sampling
interval regardless of time delays or packet losses. The effect of
packet losses is no worse than that of time delays. Thus this strat-
egy works when there are both time delays and packet losses. In
case of an out-of-order transmission and arrival of packets, the
outdated packets are simply discarded. Thus our strategy also
deals with out-of-order packet transmissions.

3.3 Determination of p in Real-Time NCS. The parameter p
depends on the characteristics of the NCS and the accuracy of the
plant model for state estimation. In practical implementation of
our time-delay or packet-loss compensation strategy presented in
this section, some key NCS characteristics, such as delay and
packet-loss characteristics and bound, network sampling fre-
quency and bandwidth, etc. must be determined a priori, and then
the minimum p can be determined. Assuming a larger p can main-
tain system stability in the presence of longer time delays. How-
ever, it will lead to excessive computation time, and the size of the
control signal package will increase. This will use up more com-
munication bandwidth and cause longer time delay. Thus there is
an engineering trade-off between the value of p and the overall
NCS performance. An example of choosing p is shown in Sec. 5

with our specific test bed.
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Controller Design
Along with the compensation algorithms described in Sec. 3,

e develop two approaches to design controllers to control the
ystem with network-induced time delays and packet losses. One
pproach is to design a classical controller without taking the time
elays and the packet losses into consideration. The other ap-
roach is to design an optimal controller with the consideration of
he time delays and packet losses �22�. We present the optimal
ontroller design in this section.

Introduce the estimation error x̃�n�=x�n�− x̂�n�, and consider
he following two cases.

1. An updated control signal package is available. When the
ew control signal is available, the state equation is x�n+1�
�x�n�+�0��n�U�N�+�1��n�U�N−1�+v�n� from �2� and the es-

imation equation is x̂�n+1�=�x�n�+�u�n� from �6�. U�N� will
eplace U�N−1�. Thus from �8� the system state equation is up-
ated as

x�n + 1� = �x�n� + �0��n�u�n� + �1��n�u�n� + v�n�

= �x�n� + �u�n� + v�n� . �9�
2. No updated control signal package is available. When no

ew control signal is available, the state equation is x�n+1�
�x�n�+�U�N−1�+v�n� from �2�, and the estimation equation is

ˆ�n+1�=�x�n�+�u�n� from �7�. From �8� we have U�N−1�
u�n� in the nth sampling interval, and the system equation is also

n the form of �9�.
For both the two cases, we have the error dynamics

x̃�n + 1� = �x̃�n� + v�n� �10�

rom �6�–�10� the augmented closed-loop system can be written

ig. 2 Actual control signal U„N… adopted by the actuator
ode and components of the control signal packet u„n… with
espect to time when different time delays or packet losses
ccur. Figures „a…–„d… cover all the possible cases of the time
elay �ca„n… up to 4 h or the number of consecutive packet

osses up to 3. Short vertical lines indicate sampling instants.
olid arrows indicate that new control signal packages arrive in

he corresponding sampling interval. Dotted arrows indicate
hat the incoming control signal packages are delayed or lost.
s

ournal of Dynamic Systems, Measurement, and Control
z�n + 1� = �� z�n� + �� e�n� �11�
where

z�n� = �x�n�
x̃�n�
u�n − 1�

�, �� = � � 0 �

0 � 0

− L L 0
� ,

e�n� = �v�n�
w�n� 	, �� = � I 0

I 0

I L
�

and the covariance Ree=E
e�n�e�n�T�. Denote the state covariance
Pn=E
z�n�z�n�T�, then

Pn+1 = E
z�n + 1�z�n + 1�T� = E
�� Pn�� T + �� Ree��
T� �12�

Then the quadratic cost function is J=E
z�n�TQz�n�� with

lim
n→�

E
z�n�TQz�n�� = E
QP�� �13�

where P�= lim
n→�

Pn. The cost function can also be written as

J = E
x�n�TQxx�n� + u�n�TQuu�n�� �14�

where Q is related with Qx and Qu as

Q = �Qx 0 0

0 0 0

0 0 0
� + �− LT

LT

0
�Qu�− L L 0� �15�

The control law for the optimal state feedback is derived by
using dynamic programming and is described as �23,24�

u�n� = − Lx̂�n�,LyC = L �16�

where L=−�Qu+�TK��−1�TK� and the matrix K is the unique
positive semidefinite solution of the algebraic Riccati equation
�23,24�

K = �T�K − K��Qu + �TK��−1�TK�� + Qx �17�

5 Experimental Results
To verify the effectiveness of the algorithms developed in Sec.

3, two sets of experiments were conducted with a network-
controlled single-actuator ball maglev system described in �25�. It
is an open-loop unstable system, and the stability is lost when
actuation of the control signal misses the deadline of 3 ms after
sampling. Thus this setup is useful to verify the effectiveness of
our compensation algorithms. The client-side setup consists of an
actuator, plant, and sensor, and the server-side setup consists of a
controller and estimator. The client and the server communicate
using unblocked User Datagram Protocol �UDP� sockets over a
100 Mbps LAN. The operating system is Linux with real time
application interface �RTAI� �26�.

The network-induced time delays were measured to determine
the key statistical characteristics of our NCS. In our lab, the av-
erage round-trip time delay induced by the LAN is 230 �s and its
standard deviation is 200 �s. We observed that there exist spo-
radic time delays of the order of 4 ms. Because the sampling
period of our NCS with the maglev test bed is 3 ms, the network-
induced sporadic time delay in our lab is about one sampling
period, which is not long enough to verify the effectiveness of the
proposed compensation strategies developed in Sec. 3. Thus we
introduced longer artificial time delays/packet losses in both the
feedback path and forward path for the purpose of demonstrating
the effectiveness of our strategies. For our NCS, considering the
system sampling frequency and network bandwidth, we chose the
parameter p=5. That is, we assume the time-delay upper bound is
15 ms or the upper bound of the number of successive packet

losses is 4.

SEPTEMBER 2006, Vol. 128 / 683
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5.1 Ball Position Regulation With and Without Time-
elay/Packet-Loss Compensation. The first set of experiments
as conducted to verify the effectiveness of the algorithms. First,
o time-delay/packet loss compensation was used. At t=12 s, we
orced one data packet to be lost while transmitted from the sensor
ode to the controller node and from the controller node to the
ctuator node. The response of the system is shown in Fig. 3. In
his figure, the zero value of the vertical axis denotes that the
ystem lost its stability and that the ball could not maintain its
quilibrium position and fell down due to the absence of the
roper control signal.

After performing many design iterations with various models of
ifferent orders, the following fifth-order AR model was chosen as
he sensor data prediction and was sufficiently accurate with mini-

al execution time in the control loop �21�.

ŷ�n� = 0.3195y�n − 1� + 0.2669y�n − 2� − 0.0622y�n − 3�

+ 0.1960y�n − 4� + 0.4064y�n − 5� . �18�
he time-delay/packet-loss compensation algorithm �8� was also

mplemented to compensate for the packet loss from the controller
ode to the actuator node. In the second experiment, artificial
acket losses were introduced and four successive packet losses
ccurred every 6 s from t=3 s onwards. The system response is
hown in Fig. 4. The NCS test setup maintained its stability suc-
essfully with periodic 1.1 mm peak-to-peak spikes in the ball
osition.

In the third experiment, the compensation algorithms were also
mplemented. Artificial packet losses were introduced every fifth
ample �i.e., at the 20% packet-loss rate� after t=12 s. The system
esponse is shown in Fig. 5, and the system remained stable
hroughout the experiment. The fluctuation in the ball position
bout the equilibrium point increased by a fact of 2.5 after the

Fig. 3 Ball position with packets losses beginning at t=12 s

ig. 4 Ball position with four successive packet losses occur-

ing every 6 s

84 / Vol. 128, SEPTEMBER 2006
20% packet losses were introduced. The performance was de-
graded due to the multi-step-ahead state estimation that would
inevitably introduce estimation errors.

5.2 Ball-Position Step Responses and Dynamic Tracking
With and Without Time-Delay/Packet-Loss Compensation.
The second set of experiments was conducted to determine the
degradation of system performance due to time delays or packet
losses in step response and dynamic tracking. Figure 6 shows a
closed-loop step �started at t=7 s� response of the test setup with-
out packet loss. Figure 7 shows the step �started at t=7 s� re-
sponse with packet losses. The average packet loss rate is 20%.
The closed-loop system was stable with a worse stability margin
due to packet loss and imperfect state estimation.

Figure 8 shows the compensated system response of tracking a
sinusoidal position command at the average packet-loss rate of
20% from t=50 s onwards. Repeating experiments with various
frequencies, we concluded that the closed-loop system bandwidth
was reduced from 2.7 to 0.34 Hz due to packet losses and imper-
fect state estimation.

Figures 9 and 10 show the compensated system response of
tracking a saw-tooth position command at different packet-loss
rates from t=34 s onwards. Comparing Figs. 9 and 10, we can see
that the fluctuation in the ball position increases with the increase
of the packet-loss rate.

6 Conclusions
In this paper, we presented a networked real-time control strat-

egy to deal with stochastic time delays and packet losses in NCSs.
Novel model-based estimation algorithms were developed to com-
pensate for the two classes of time delays and packet losses si-
multaneously. We constructed and employed a maglev test bed
over a 100 Mbps Ethernet using unblocked UDP sockets for ex-

Fig. 5 Ball position with 20% packet losses beginning at t
=12 s onwards
Fig. 6 Step response without packet loss

Transactions of the ASME
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Fig. 10 System tracking response with 20% packet losses
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perimental verification. The experimental results demonstrated the
feasibility and effectiveness of these control algorithms. We could
stabilize our open-loop-unstable maglev test bed even with time
delays/packet losses up to five sampling periods at a packet-loss
rate up to 20%. The tracking capability of the closed-loop maglev
system was also retained with degraded noise performance due to
packet losses and imperfect state estimation.
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